Abduktive Theorie als
Grundlage fur die Analyse von
Hypothesengenerierung
und Argumentation

Darmstadter Ontologenkreis, Ontologie Interdisziplinar
12. Januar 2026

Anatol Reibold (in Kooperation mit Johannes Busse,
Andreas Fornefett , Heinrich Herre)

Grunderkenntnisse

e ich mochte wissen, was ich wissen mochte”
» ich mochte verstehen, was ich verstehen mochte”
» Ich mochte wissen und verstehen, was ich mochte”

» ,,die Natur und den lieben Gott kann man nicht
reinlegen*

. ,,gewiss ist nur die Ungewissheit”

* ,Nichts ist so bestandig wie der Wandel.“(Heraklit
von Ephesus, 535-475v. Chr.)

., Alles Geniale ist einfach, sagte die Amobe.” Michail
Ganin (1927 - 2003), russischer Aphoristiker
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Charles Santiago Sanders Peirce
(1839-1914)

* Nicht-Oder-Operation (NOR). Erzeugt alle booleschen Funktionen
» Standardnotation fur die Pradikatenlogik erster Stufe

» Begrunder der Semiotik (nicht nur Syntax, Semantik und
Pragmatik).

* Abduktives SchlielSsen

» Meteorologie, Geodasie, Mathematik, Logik, Philosophie,
Geschichte, Philosophie der By . _
Wissenschaften, Sprachwissenschaft, Okonomie, Psychologie

» Kategorienlehre: Erstheit (Méglichkeit), Zweitheit
(Aktualitat), Drittheit (Notwendigkeit)

» Wahrnehmung, Bewusstsein, Selbstbewusstsein, Selbstkontrolle

* Pragmatismus vs. Pragmativismus

» Kosmologische Peirce-Triade Synechismus-Tychismus-Agapismus?
© Anatol Reibold, Gardisio GmbH, IMISE
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Theorie der Wahrnehmung bei
Peirce
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Qualizei 1)
Zelchenbegrif: bel =»Moglichkeit {tone)

Die drei Trichotomien von Peirce ENharles/ShPeiree Sihzsichen (s

Zeichen-

=>Wirklichkeit (token)

Legizeichen (3) eigenschaft
0 q . =>Gesetzmarigkeit {type)
Zeicheneigen Objekt- Interpretante T
schaft Beziehung n-Beziehung

Quali-Zeichen lkone Rhema Obieitbezug [ oObjekt(2) || Interpretant (3) |  Zelshenuiriung

(sinnlich) (Ahnlichkeit)  (Term) oty unmittetoar unmitteloar
=»Ahnlichkeit => Inhalt im = Gefiihl Rhema (1}
Index (2) Bewusstsein Dynamisch =»>Terminus (Pradikat)
=>Hinweis Dynamisch = Handlun Dicizeichen (2)

. . . . Symbol (3) => Bezug 2ur. Logisch ¢ /=>Proposition
Sin-Zeichen Indizes Dicent =>Abstraktion Auberen Bealtdt =>Schiieten | > Argument 3)
(Existenz) (Hinweis) (Proposition) {durch Konvention) Uil

(in Anlehnung an Ludwig Nagl: Charles Sanders Peirce, Carmpus, Frankfurt 1982, 43)
Legi-Zeichen  Symbole Argument
(Typus) (Konvention)
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Forschungsphasen

,lch mochte wissen, was ich wissen mochte.”

Identifizierung verfugbarer Theorien (als Grundlage),
Beobachtungen, Texte, Daten und erster Hypothesen

Deskriptive Phase (Modellauswahl, formale Modellauswahl)

Abduktive Phase (Hypothesengenerierung,
Hypothesenvergleich, Hypothesenauswahl)

Validierung der Hypothesen
Erweiterung der Theorie mithilfe von Hypothesen

Prospektive Phase: ,Woruber kann und soll ich
nachdenken?*

Kommunikation der Forschungsergebnisse

© Nowu kW NBE
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Grundeinstellungen

=

. Die Notwendigkeit moglichst expliziter Formulierungen
(und formaler Axiomatisierung)

. Onto-axiomatischer Ansatz
. Systemtheoretischer Ansatz

. Berlcksichtigung von Subjekten (PCL, Evidentialitat,
Multiagenten Technologie)

. Transdisziplinare Kooperation

Berucksichtigung der Wissenskommunikation
(einschlieBlich manipulativer Abduktion nach L.
Magnani) und Argumentation

B~ WN

o U
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Was ist Abduktion?
Die dritte Schlussform nach Charles S.
Peirce

 Deduktion: (Regel + Fall - Resultat)

* Beispiel: Alle Menschen sind sterblich (Regel). Sokrates ist ein
Mensch (Fall). Also ist Sokrates sterblich (Resultat). Sicher,
aber nicht erkenntniserweiternd.

* Induktion: (Fall + Resultat —» Regel)

» Beispiel: Sokrates ist ein Mensch (Fall) und sterblich (Resultat).
Vielleicht sind alle Menschen sterblich (Regel). Unsicher,
verallgemeinernd.

 Abduktion: (Resultat + Regel -» Moglicher Fall)

» Beispiel: Der Rasen ist nass (Resultat). Wenn es regnet, wird
der Rasen nass (Regel). Daher konnte es geregnet haben

(mogliche Erklarung/Hypothese). -
« Kern: Erklarend&°HY potliesE:geHeriereni= ’



Die logische Form der Abduktion

* Schema:
 Beobachtung: O (z.B. Der Rasen ist nass)

* Hintergrundwissen: T (z.B. Eine Menge von Regeln: Regen -
Nass, Sprenger = Nass, ...)

 Hypothese: H (z.B. H = Regen)

* Logische Bedingung: Tu {H} E O (H zusammen mit T
muss O logisch implizieren)

e Und: T alleine ¥ O (O ist ohne H nicht aus T ableitbar)
e Und: H ist konsistent mit T

© Anatol Reibold, Gardisio GmbH, IMISE
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Das zentrale Problem:
Unterbestimmtheit

» Zu jeder Beobachtung O gibt es oft viele mogliche
Erklarungen Hi, Hz, Hs, ...
* Rasen nass (O) konnte erklart werden durch: Regen
(H1), Sprenger (Hz2), Uberschwemmung (Hs), etc.
* Frage: Wie wahlen wir zwischen rivalisierenden
Hypothesen?

 Antwort: Durch Kriterien fur "gute" Erklarungen.
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Formale Kriterien fur "gute"
Hypothesen

 Konsistenz: H muss mit T konsistent sein.

 Minimalitat (Parsimonie/Ockhams
Rasiermesser): H sollte so "klein" wie moglich sein
(z.B. minimale Kardinalitat oder Mengeninklusion).

* Regen ist eine minimalere Erklarung als Regen UND ein
defekter Sprenger.

* Vorzugsrelationen: Wir konnen formale Praferenzen

definieren:

* Hi ist besser als Hz, wenn Ha billiger, einfacher,
wahrscheinlicher oder koharenter mit anderem Wissen ist.

© Anatol Reibold, Gardisio GmbH, IMISE
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Ein formales Beispiel (Logik-
Notation)

* Theorie T:
* Regen = Nass
* Sprenger = Nass
* Nass A Kalt - Glatt

* Beobachtung O: Glatt

* Mogliche abduktive Erklarungen H:
 H1 = {Regen, Kalt} (Prufe: T u H1 E Glatt? Ja!)
 H> = {Sprenger, Kalt} (Prufe: T u H2 &= Glatt? Ja!)
* Hz = {Regen, Sprenger, Kalt} (Nicht minimal!)

 Auswahl: Hi oder H2z basierend auf zusatzlichen
Kriterien (z.B. war es ein warmer Tag?).
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Abduktion als Grundlage von
Argumenten

 In Alltagsargumenten und juristischen Beweisfuhrungen
werden oft abduktive Schlusse verwendet.

» Struktur: "Meine Erklarung H ist die beste, weil sie die
Beobachtungen 01, Oz, ... am einfachsten/koharentesten
erklart."

 Analysefrage: Welche unausgesprochenen
Hypothesen und Hintergrundtheorien (T) werden
vorausgesetzt?
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Schemata fur abduktive Argumente
(nach Walton)

« Schema: Argument aus Zeichen
* Pramisse 1: A ist in dieser Situation ein Zeichen fur B.
* Pramisse 2: A ist in dieser Situation wahr.
* Schlussfolgerung: Daher ist B in dieser Situation wahr.

» Kritische Fragen (zur Analyse und Bewertung):
* Wie stark ist das Zeichen A als Indikator flr B?
» Gibt es andere Faktoren, die A ebenso gut erklaren konnten?

» Gibt es andere Evidenz, die die Schlussfolgerung stutzt oder
schwacht?

© Anatol Reibold, Gardisio GmbH, IMISE
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Douglas Neil Walton (1942-

“Informal Loglc A Handbook for crlt/cal argumentatlon” (1989)
“Argumentation Schemes for Presumptive Reasoning” (1996)
“Abductive Reasoning” (2005)

“Argumentation Methods for Artificial Intelligence in Law” (2005)
“Character Evidence. An Abductive Theory” (2006)

“Dialog Theory for Critical Argumentation” (2007)

“Media Argumentation. Dialectic, Persuasion, and Rhetoric” (2007)
“Argumentation Schemes” (mit C. Reed und F. Macagno) (2008)
“Informal Logic. A Pragmatic Approach” (2008)

“Witness Testimony Evidence Argumentation, Artificial Intelligence,
and Law” (2008)

“Methods of Argumentation” (2013)
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Abduktion als Motor der
wissenschaftlichen Entdeckung

» "Wissenschaftliche Revolutionen" beginnen oft mit einer
Anomalie.

e Schema:

« Anomalie (O): Eine Beobachtung, die mit der aktuellen
Theorie T_alt nicht vereinbar ist.

« Abduktion: Generierung einer neuen, revolutionaren
Hypothese H neu.

* Deduktion: Ableitung von testbaren Vorhersagen aus T _neu
=T alt u H neu.

* Induktion: Test und Bestatigung/Verkwerfung der
Vorhersagen.

* Beispiel: Die Umlaufoahn:desMerlwur (O) konnte durch

ente, ZuHmftstec

Newtons Mechanik (T  alt} micht erkiart werden.

Kreativitat und Constraints

» Abduktion ist nicht zufallig, sondern zielgerichtet und
constraint-basiert.

» Constraints (Einschrankungen) leiten die Suche:
» Erklarungsconstraint: H muss O erklaren.

* Theorieconstraint: H muss mit T konsistent sein
(oder T minimal verletzen).

 Weltwissen-Constraint: H sollte plausibel sein.

» Kreativitat entsteht durch intelligentes Durchsuchen des
Raums aller H, die diese Constraints erfullen.
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Beispiel aus der Medizin:
Diagnosefindung

 Beobachtungen (0): Symptome des Patienten (Fieber,
Husten, Ausschlag).

* Theorie (T): Medizinisches Wissen (Krankheitsbilder,
Pathophysiologie).

 Abduktive Aufgabe: Finde eine Krankheit H (oder eine
Kombination), so dass T u {H} die
Symptome O impliziert.

* Praxis: Arzte verwenden Heuristiken flir "beste
Erklarung" (z.B. Haufigkeit, Schweregrad, Testresultate).

© Anatol Reibold, Gardisio GmbH, IMISE
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Lorenzo Magnani

“Abduction, Reason, and Science Processes of Discovery and Explanation” (2001)

“Philosophy and Geometry Theoretical and Historical Issues” (2001)
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“Model-Based Reasoning in Science and Technology Abduction, Logic, and Computational Discovery”2010, Ed.)
“Understanding Violence. The Intertwining of Morality, Religion and Violence: A Philosophical Stance” (2011)
“Model-Based Reasoning in Science and Technology Theoretical and Cognitive Issues” (2014, Ed.)
“Model-Based Reasoning in Science and Technology. Logical, Epistemological, and Cognitive Issues” (2016, Ed.)
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EC-Model

RN / / THEORETICAL
SELECTIVE / /
MANIPULATIVE
SENTENTIAL MODEL-BASED

Figure I: The pattern of theE:C-Model of abduction
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GW-Schema und AKM-Schema

GW-Schema

Gabbay, D. M., & Woods, J. (2005). The reach of abduction. Amsterdam: North-Holland.

AKM-Schema:

Aliseda, A. (1997). Seeking ex?Ianations: Abduction in logic, philosophy of science and artificial
intelligence (Doctoral dissertation, Amsterdam: Institute for Logic, Language and Computation).

Aliseda, A. }2006). Abductive reasoning. Logical investigations into discovery and explanation.
Heidelberg/Berlin: Springer.

Kakas, A., Kowalski, R. A., & Toni, F. (1993). Abductive logic programming. Journal of Logic and
Computation, 2(6), 719-770.

Kowalski, R. A. (1979). Logic for problem solving. New York: Elsevier.

Kuipers, T. A. F. (1999). Abduction aiming at empirical progress of even truth approximation leading to a
challenge for computational modelling. Foundations of Science, 4, 307-323

Magnani, L. (2001?}. Abduction, reason, and science. processes of discovery and explanation. New York:
Kluwer Academic/Plenum Publishers.
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Zusammenfassung

* Abduktion ist die logische Form des Erklarens und der
Hypothesenbildung.

* Mathematisch ist sie ein Suchproblem unter
Constraints (Konsistenz, Minimalitat).

* Sie ist fundamental fur die Analyse von
Argumentation (Welche Erklarung wird warum
bevorzugt?).

* Sie ist der kreative Kern der
Hypothesengenerierung in Wissenschaft und Alltag.

* Take-Home-Message: Hinter scheinbar intuitivem
"Erraten" steckt eine tiefe formale Struktur.

Institut fur intelligente Zukunftstechnologien 23
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Ausblick und offene Fragen

* Probabilistische Abduktion: Wie integriert man
Unsicherheit? (Bayessche Netze)

 Maschinelles Lernen & KI: Abduktion in Erklarbarer Kl
(XAl) und beim Umgang mit unvollstandigen Daten.

« Kognitive Wissenschaft: Wie fiUhren Menschen
abduktive SchlUsse effizient durch? (Heuristiken,
Biases).

* Philosophie: Zusammenhang zwischen der "besten
Erklarung" und der Korrektheit.

© Anatol Reibold, Gardisio GmbH, IMISE
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Mathematische Logik und
Modelltheorie

Dies ist das essenzielle Fundament der Abduktion.

Aussagenlogik: Wird fur die einfachsten Modelle verwendet.

« Konkret: Die Theorie T, Beobachtung O und Hypothese H werden als logische
Formeln dargestellt. Die abduktive Bedingung T u {H} & O wird als logische
Folgerung définiert.

« Beispiel: T = {Reﬁen - Nass}, O = Nass, H = Regen. Prufung: Ist {Regen —»
Nass, Regen} E Nass (eine Tautologie?) Ja.

Pradikatenlogik der ersten Stufe: Ermodglicht die Modellierung
komplexerer Domanen mit Objekten, Relationen und Quantoren.

« Konkret: Erlaubt generalisierte Regeln.

« Beispiel: T = {Vx (Regen(x) -» Nass(x))}, O = Nass(Rasen), H = Regen(Rasen).
Logische Folgerun%é#):_ Der formale Operator, der die
Kernbedingung der Abduktion definiert: Tu {H} E O

Vollstandigkeit Aspekt nicht vergessen (Hilbert, Godel, Gentzen)

© Anatol Reibold, Gardisio GmbH, IMISE
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Ordnungstheorie

» Diese Theorien liefern die Werkzeuge, um "gute" Hypothesen zu

definieren und zu vergleichen.

e Teilordnung: Wird verwendet, um Praferenzen zwischen

Hypothesenzu formalisieren.

25

« Konkret: Man kann eine Relation < definieren (z.B. "ist einfacher als" oder

"ist vorzuziehen vor"). Eine Hypothese Hi ist dann "besser" als Hz, wenn
< H. Die Suche gilt oft fUr minimale Elemente bezlglich dieser Ordnung.

* Suchprobleme: Abduktion als ein Suchproblem in einem

exponentiell groBen) Raum moglicher Hypothesen definiert.
ptimierungsaufgaben

e Inklusionsminimalitat.

« Konkret: Eine H){pothese H ist inklusionsminimal, wenn es keine andere
Hypothese H' gibt, die O erklart und eine echte Teilmenge von H ist

e (H' < H). {Regen} ist besser als {Regen, Sprenger}.

© Anatol Reibold, Gardisio GmbH, IMISE
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Bayesche Netze und Kausales
SchlieBen

» Sie bietet eine machtige visuelle und strukturelle Reprasentation
fur abduktive Probleme.

 Bayessche Netze: Dies ist eine der wichtigsten Anwendungen.
Hier wird Abduktion mit Unsicherheit kombiniert.
« Konkret: Das Hintergrundwissen T wird als gerichteter azyklischer GraPh
(Wissens ra{)hen) dargestellt, der kausalel/é)robablllstl_sche AbhanEgl%Kel en
kodiert. Knoten reprasentieren Variablen, Kanten reprasentieren EinflUsse.

« Das abduktive Problem wird zur . . .
Wahrscheinlichkeitsinferenz: "Finde die plausibelste Erklarung" oder
EFI%de dl(e)lposterlorl-Wahrschelnllchkelt von Hypothesen gegeben die

videnz O".

» Beispiel: In einem medizinischen Diagnosenetzwerk: Gegeben die
Symﬁtome O (Knoten mit beobachteten Werten), finde die Kombination
von Krankheiten H (Knoten ohne beobachtete Werte), die die hdochste

Wahrscheinlichkeit P(H|O) hat.

» Kausales SchlieBen (Causal Reasoning) von Judea Pearl

© Anatol Reibold, Gardisio GmbH, IMISE
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Wahrscheinlichkeitstheorie und
Statistik

» Diese erweitern die Abduktion von einer rein logischen zu einer
probabilistischen Schlussfolgerung.

 Bayessche Wahrscheinlichkeit: Bietet den formellen Rahmen,
um die "beste Erklarung" quantitativ als die "wahrscheinlichste
Erklarung" zu definieren.

« Konkret: Die Auswahl zwischen Hypothesen Hi und H2 erfolgt durch den
Vergleich der A-posteriori-Wahrscheinlichkeiten P(H1|O) und P(Hz]O), die
sich aus dem Satz von Bayes ergeben: P(H|O) « P(O[H) * P Hé Hier
ist P(H) die A-priori-Wahrscheinlichkeit der Hypothese und P(O|H) d
Likelihood der Beobachtung.

« Hypothesentests: Obwohl klassische statistische Tests
(frequentistisch) anders funktionieren, teilen sie den
philosophischen Geist der Abduktion: Eine Hypothese wird
vorlaufig akzeptiert, weil sie die Daten gut "érklart" (nicht
signifikant widerspricht).

ie
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Formale Konzeptanalyse (FBA)

* Dies ist ein speziellerer, aber sehr eleganter Ansatz.

« Konkret: Die FBA analysiert Daten, die als eine Tabelle
(Kontexten) von Objekten (Gegenstande) und ihren
Eigenschaften (Merkmale) vorliegen. Abduktion kann
hier als die Suche nach formalen Konzepten interpretiert
werden, die eine gegebene Menge von Objekten
"erklaren"

© Anatol Reibold, Gardisio GmbH, IMISE
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Kategorientheorie |

. Die Kategorientheorie ist die "Mathematik der Mathematik". Sie abstrahiert
von konkreten Details und konzentriert sich auf Strukturen und die
Beziehungen zwischen ihnen.

. lhr Beitrag zur Abduktion:

. Einheitlicher Rahmen fur Logik: Verschiedene Logiken (aussaﬁenlogisch,
pradikatenlogisch, intuitionistisCh) konnen als Kategorien modelliert werden.
. Objekte: Sind Formeln (z.B. A, B, A - B).

. MorBhismen (Pfeile): Sind Beweise oder Folgerungen. Ein Pfeil A - B reprasentiert
den Beweis, dass aus A die Formel B folgt.

. Abduktion als Adjunktion: Dies ist der eleganteste und tiefste Beitrag.

In einer Kategorie kann man einen Funktor F: C - D als einen deduktiven )
Prozess auffassen, der Formeln von einer Kategorie C in eine andere D transformiert.

. Die Abduktion erscheint dann als seine rechte Adjunktion G: D —» C. Eine Adjunktion F
— G bedeutet intuitiv, dass die Morphismen F(C) = D in der Kategorie D "naturlich
isomorph" zu den Morphismen C -» G(D) in C sind.

© Anatol Reibold, Gardisio GmbH, IMISE
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Kategorientheorie Il

« Konkret fur Abduktion:

» C ist die Kategorie der "Ursachen" oder "Hypothesen".

* D ist die Kategorie der "Wirkungen" oder "Beobachtungen".

* Der deduktive Funktor F beantwortet: "Welche Wirkung F(H) folgt
aus einer gegebenen Ursache H?" (Deduktion: H = F(H)).

» Sein rechts adjungierter Funktor G beantwortet: "Was ist eine
maogliche Ursache G(O) fur eine gegebene Wirkung O?"
(Abduktion: G(O) - ?).

* Die Adjunktion F -4 G formalisiert genau die abduktive Grundidee:
Der beste Weg, einen Morphismus von einer Hypothese H zu einer
Wirkung O zu finden (H - G(0O)), ist oft, einen Morphismus von der
deduzierten Wirkung F(H) zu O zu finden (F(H) = O). Dies ist die
Suche nach der besten Erklarung.

© Anatol Reibold, Gardisio GmbH, IMISE
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Topos Theorie und nicht klassische
Logik |

lhr Beitrag zur Abduktion:

* Intuitionistische Logik als Standard: Die interne Logik
eines Topos ist immer intuitionistisch (nicht-klassisch).
Das bedeutet, das Gesetz des ausgeschlossenen Dritten (A
v —A) gilt nicht notwendigerweise. Dies ist flir die .
Modellierung von Uberzeugungen und unvollstandigem
Wissen oft realistischer.

* Das Subobjekt-Klassifikator (Q): Dies ist das Herzstuck
eines Topos. Es ist ein Objekt, das die Rolle der "Menge der
Wahrheitswerte" spielt. In der klassischen Logik ist das
einfach {wahr, falsch}. In einem Topos kann Q viel
Eobmﬁlt@)(erer sein (z.B. die Menge aller Unterobjekte eines

jekts).
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Topos Theorie und nicht klassische
Logik II

 Abduktion im Topos:

* Semantik fur Logik: Man kann eine logische Theorie T in einem
Topos interpretieren. Die Formeln bekommen,ihre "Wahrheit" nicht
einfach als true/false, sondern als verallgemeinerte
Wahrheitswerte (Elemente von Q).

* Die abduktive Aufgabe wird umformuliert: Die Suche nach
einer Hypothese H, fur die T u {H} & O qilt, wird zur Suche nach
einem H, fur das der Wahrheijtswert von O im Kontext _
von T und H das maximale Element in Q ist (oder zumindest ein
"hoher" Wahrheitswert).

* Modellierung von Kontext: Ein Topos erlaubt es, unterschiedliche
Kontexte oder "mogliche Welten" elegant zu modellieren. Abduktion
kann dann als die Suche nach einem Kontext (einer "Welt")
ve_:rdstanden werden, in dem die Beobachtung O notwendig wahr
wird.
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Zusammenfassungstabelle

Mathematische Theorie | Konkreter Beitrag zur Abduktion

Logik Definiert die grundlegende syntaktische Form: T u {H} E O.

Ordnungstheorie Liefert Kriterien fir "gute" Hypothesen (Minimalitat,

Praferenzordnungen).

Stellt Struktur dar (Bayessche Netze) fur probabilistische
Bayessche Netze Abellden
Wahrscheinlichkeitst  Quantifiziert "beste Erklarung" als "wahrscheinlichste
heorie Erklarung" (Bayes).
Formale Bietet einen verbands-theoretischen Rahmen fir Abduktion in
Begriffsanalyse Datenkontexten.

Definiert Abduktion als rechte Adjunktion zur Deduktion.
Kategorientheorie Dies zeigt einen tiefen formalen Dualismus zwischen
"VorhersF\'gel "ol(JZ)(e;adr il§itoi%pn Hr}lgdlggrklérung" (Abduktion) auf.
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Python Pakete fur Abduktive

Technologie
* EtcAbductionPy https://github.com/asgordon/EtcAbdu
ctionPy

. Pathton-abduct https://github.com/themattrix/python-a
« ABLKit https://agithub.com/A tivelLearnin
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